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Schemes are the corner stone of modern algebraic geometry. Roughly speaking, they are topological spaces equipped with a sheaf of rings that locally look like so-called affine schemes. These affine schemes arise from central notions of commutative algebra: the Zariski topology defined on the set of prime ideals of a commutative ring $R$ is equipped with a particular sheaf of rings, the structure sheaf using localizations of $R$. An early formalization of affine schemes in the Coq proof assistant can already be found in [4] but more recently, a full-blown formalization of general schemes was added to Lean’s mathlib [3]. By now, schemes have also been defined in Isabelle/HOL [2] and in Coq’s UniMath-library.¹ All of the aforementioned formalizations follow the inherently non-constructive approach of Hartshorne’s classic textbook “Algebraic Geometry” [7] when defining the structure sheaf.

Working in Cubical Agda, an extension of the Agda proof assistant based on cubical type theory with fully constructive support of the univalence axiom [11], we want to give a constructive formalization of affine schemes in a univalent setting. This also seems to be in line with the aim of Voevodsky’s Foundations library [12] to develop a library of constructive set-level mathematics based on a univalent foundation. To this end, we decided to follow the approach described by Coquand et. al. in [5]. This can be seen as a constructivization of the common approach that first defines the structure sheaf on the basic opens, a canonical basis of the Zariski topology, and then use some general machinery to extend this to a sheaf on the whole space.

**Localization** Localizations are generalized fractions and for the structure sheaf we need localizations at a single element: for a ring $R$ and an element $f \in R$, the localization $R[f^{-1}]$ corresponds roughly to the ring of fractions of the form $x/f^n$. Localizations can directly be defined as set-quotients, one of Cubical Agda’s higher inductive types (HIT). The universal property of localization gives us for two elements $f, g \in R$ a unique isomorphism of rings $R[f^{-1}][g^{-1}] \cong R[f^{-1}g^{-1}]$. When verifying the sheaf property of the structure sheaf, these two rings are however identified and freely substituted across the proof in informal mathematics. Using univalence, or more precisely Cubical Agda’s structure identity principle [1], we can promote this isomorphism to an equality $R[f^{-1}][g^{-1}] = R[f^{-1}g^{-1}]$. At this point our formalization differs already from the Lean formalization. Without univalence this equality is not obtainable, which led the authors of [3] to adapt a somewhat non-standard approach to localization.

**Zariski Lattice** The main difference between the constructive approach of [5] and classical ones is the use of a synthetic description of the Zariski lattice. We have to give a point-free definition of this lattice since prime ideals do not behave well constructively. Classically, open sets of the Zariski topology are generated by basic opens $D(f)$, the set of prime ideals of $R$ that do not contain $f \in R$. The synthetic Zariski lattice is the free distributive lattice generated by formal symbols $D(f)$ quotiented by some relations that make these formal basic opens behave like their classical counterparts.

This synthetic definition was first given by Joyal in [8], but in our formalization we use a more explicit construction due to Español [6]: The Zariski lattice is formalized as $\operatorname{List} R$, the

¹See https://github.com/UniMath/UniMath/tree/master/UniMath/AlgebraicGeometry
A type of lists with elements in $R$, quotiented by the relation

$$[\alpha_0, \ldots, \alpha_n] \sim [\beta_0, \ldots, \beta_m] \iff \sqrt{\langle \alpha_0, \ldots, \alpha_n \rangle} = \sqrt{\langle \beta_0, \ldots, \beta_m \rangle}$$

This means that two lists are considered equal if the radicals of the ideals generated by their respective elements are equal. Since we are thus only working over finitely generated ideals, elements of this quotient are in bijective correspondence with open sets of the Zariski topology if $R$ is Noetherian.

Equipping this set-quotient with the structure of a distributive lattice requires a lot of standard results about radical ideals and facts about $+, \cdot$ of ideals, as those will give rise to the lattice operations. On top of that we need to introduce operations $+, +$ and $\cdot$ on lists that correspond to addition and multiplication of the ideals generated by those lists. For addition $+, +$ is just list concatenation and for multiplication $\alpha \cdot \beta$ is the list of all products of the form $\alpha_i \beta_j$. The bottleneck then becomes proving that

$$\langle [\alpha_0, \ldots, \alpha_n] + + [\beta_0, \ldots, \beta_m] \rangle = \langle [\alpha_0, \ldots, \alpha_n] + [\beta_0, \ldots, \beta_m] \rangle$$

$$\langle [\alpha_0, \ldots, \alpha_n] \cdot \cdot [\beta_0, \ldots, \beta_m] \rangle = \langle [\alpha_0, \ldots, \alpha_n] \cdot [\beta_0, \ldots, \beta_m] \rangle$$

**Structure Sheaf** In the above implementation of the Zariski lattice, the basic open $D(f)$ corresponds to the equivalence class of the singleton list $[f]$. In HoTT/UF [10], subsets of a type $X$ are functions from $X$ into $\text{hProp}$, the universe of (homotopy) propositions. So if we denote by $L_R$ the Zariski lattice associated with $R$, the basic opens are a function $B_R : L_R \to \text{hProp}$ mapping $\alpha \in L_R$ to

$$B_R(\alpha) := \exists_{f \in R} (D(f) = \alpha) := \|\Sigma_{f \in R} (D(f) = \alpha)\|$$

Here $\| \|$ is the propositional truncation, another HIT in Cubical Agda, turning any type into a proposition. The general strategy is now to construct the structure sheaf on basic opens and then use some general results from category theory to obtain a sheaf on the whole Zariski lattice. The construction of the presheaf on basic opens as well as a weak form of the sheaf property, are fully formalized.\(^2\) The full sheaf property and its lift to the whole lattice are currently work in progress.

For defining the basic presheaf we need to give a map $\langle \Sigma_{\alpha \in L_R} B_R(\alpha) \rangle \to \text{CommRing}$ from elements of the Zariski lattice that are basic opens into the type of commutative rings, mapping $D(f)$ to $R[i]/f]$. Here we run into a problem resulting from working in a univalent setting: Given an $\alpha$ s.t. $B_R(\alpha)$, the information which $D(f)$ equals to $\alpha$ is hidden under a propositional truncation while the goal type $\text{CommRing}$ is a groupoid (i.e. a 1-type). To eliminate this truncation we need to appeal to a result by Kraus [9]. This however requires us to check some higher coherence condition, i.e. construct square fillers in CommRing. The key observation at this point is that the structure sheaf on $L_R$ does actually take values in $R$-Alg, the type of $R$-algebras, as localizations of $R$ are always $R$-algebras. The ring-valued structure sheaf can then be obtained by composing with the forgetful functor $R$-Alg $\to$ CommRing. Some standard commutative algebra tells us that for $f, g \in R$ with $\sqrt{\langle f \rangle} \subseteq \sqrt{\langle g \rangle}$ there is a unique homomorphism of $R$-algebras $R[i]/g] \to R[i]/f]$. It turns out that this not only solves the coherence issues, but actually facilitates the presheaf construction and the proof of the (weak) sheaf property by a rather neat argument that makes essential use of the primitives of Cubical Agda as well as the equality $R[i]/f][i]/g] = R[i]/fg]$, while avoiding cumbersome diagram chases.

\(^2\)See [https://github.com/agda/cubical/tree/master/Cubical/Algebra/ZariskiLattice](https://github.com/agda/cubical/tree/master/Cubical/Algebra/ZariskiLattice)
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