1 Intersection Types

Intersection type systems [2] characterize termination, in the sense that a λ-term is strongly-normalizable if and only if it is typable in an intersection type system. Thus, typability is undecidable for these systems.

To get around this, some current intersection type systems are restricted to types of finite rank [4, 8, 9, 12], using a notion of rank first defined by Daniel Leivant in [11]. This restriction makes type inference decidable [9]. Despite using finite-rank intersection types, these systems are still very powerful and useful. For instance, rank 2 intersection type systems [4, 8, 12] are more powerful, in the sense that they can type strictly more terms, than popular systems like the ML type system. Intersections arise in different systems in different scopes. Here we follow several previous presentations where intersections are only allowed in the left-hand side of arrow types [2, 3, 8, 13].

Definition 1 (Rank of intersection types). Let $T_0$ be the set of simple types and $T_1 = \{\rho_1 \cap \cdots \cap \rho_m \mid \rho_1, \ldots, \rho_m \in T_0, m \geq 1\}$. The set $T_k$, of rank $k$ intersection types (for $k \geq 2$), can be defined recursively in the following way ($n \geq 3$):

- $T_2 = T_0 \cup \{\sigma \rightarrow \tau \mid \sigma \in T_1, \tau \in T_2\}$
- $T_n = T_{n-1} \cup \{\sigma_1 \cap \cdots \cap \sigma_m \rightarrow \tau \mid \sigma_1, \ldots, \sigma_m \in T_{n-1}, \tau \in T_n\}$

Note that the rank of an intersection type is related to the depth of the nested intersections and it can be easily determined by examining it in tree form: a type is of rank $k$ if no path from the root of the type to an intersection type constructor $\cap$ passes to the left of $k$ arrows.

Quantitative types [1, 5, 6, 10] provide more than just qualitative information about programs and are particularly useful in contexts where we are interested in measuring the use of resources, as they are related to the consumption of time and space in programs. These systems are based on non-idempotent intersection types, using non-idempotence to count the number of evaluation steps and the size of the result.

In this work, we explore a type inference algorithm for non-idempotent rank 2 intersection types. Note that the set of terms typed using idempotent rank 2 intersection types and non-idempotent rank 2 intersection types is not the same. For instance, the term $(\lambda x.xx)(\lambda f x.f(f x))$ is typable with a simple type when using idempotent intersection types, but not when using non-idempotent intersection types. In fact, the only terms typable with a simple type in a non-idempotent intersection type system are the linear terms. This motivated us to come up with a new notion of rank for non-idempotent intersection types, based on linear types, that we here call linear rank.
2 Linear Rank

The relation between non-idempotent intersection types and linearity was introduced by Kfoury [10] and further explored by de Carvalho [5] who established its relation with linear logic.

Here we propose a new definition of rank for intersection types, which we call linear rank and differs from the previous one in the base case – instead of simple types, linear rank 0 intersection types are the linear types (the ones typed in a linear type system – a substructural type system in which each assumption must be used exactly once, corresponding to the implicational fragments of linear logic [7]).

**Definition 2** (Linear rank of intersection types). Let $\mathcal{T}_L^0$ be the set of linear types and $\mathcal{T}_L^1 = \{ \rho_1 \cap \cdots \cap \rho_m \mid \rho_1, \ldots, \rho_m \in \mathcal{T}_L^0, m \geq 1 \}$. The set $\mathcal{T}_L^k$, of linear rank $k$ intersection types (for $k \geq 2$), can be defined recursively in the following way ($n \geq 3$, $m \geq 2$):

\[
\begin{align*}
\mathcal{T}_L^2 &= \mathcal{T}_L^0 \cup \{ \rho \to \tau \mid \rho \in \mathcal{T}_L^0, \tau \in \mathcal{T}_L^2 \} \\
&\quad \cup \{ \sigma_1 \cap \cdots \cap \sigma_m \to \tau \mid \sigma_1, \ldots, \sigma_m \in \mathcal{T}_L^0, \tau \in \mathcal{T}_L^2 \} \\
\mathcal{T}_L^n &= \mathcal{T}_L^{n-1} \cup \{ \sigma \to \tau \mid \sigma \in \mathcal{T}_L^{n-1}, \tau \in \mathcal{T}_L^n \} \\
&\quad \cup \{ \sigma_1 \cap \cdots \cap \sigma_m \to \tau \mid \sigma_1, \ldots, \sigma_m \in \mathcal{T}_L^{n-1}, \tau \in \mathcal{T}_L^n \}
\end{align*}
\]

The idea for this change arose from our interest in using rank-restricted intersection types to estimate the number of evaluation steps of a $\lambda$-term while inferring its type. While defining the intersection type system to obtain quantitative information, we realized that the ranks could be potentially more useful for that matter if the base case was changed to types that give more quantitative information in comparison to simple types, which is the case for linear types – for instance, if a term is typed with a linear rank 2 intersection type, one knows that its arguments are linear, meaning that they will be used exactly once.

It is not clear, and most likely non-trivial, the relation between the standard definition of rank and our definition of linear rank, but it is an interesting question that we would like to explore in the future.

A glimpse of how differently we type linear and non-linear functions is given by the two arrow elimination rules of our Linear Rank 2 Intersection Type System:

\[
\frac{\Gamma \vdash_2 M_1 : \rho_1 \cap \cdots \cap \rho_n \to \tau \quad \Gamma_1 \vdash_2 M_2 : \rho_1 \cdots \Gamma_n \vdash_2 M_2 : \rho_n \quad n \geq 2}{\Gamma, \sum_{i=1}^n \Gamma_i \vdash_2 M_1 M_2 : \tau} \quad (\to \text{Elim})
\]

\[
\frac{\Gamma_1 \vdash_2 M_1 : \rho \to \tau \quad \Gamma_2 \vdash_2 M_2 : \rho}{\Gamma_1, \Gamma_2 \vdash_2 M_1 M_2 : \tau} \quad (\to \text{Elim})
\]

Note that intersection is non-idempotent, thus when a term is typed by the ($\to$ Elim) rule, it is necessarily non-linear.

3 Contributions

The main contributions of this work are: a new notion of linear rank, a linear rank 2 non-idempotent intersection type system and a type inference algorithm which is sound and complete with respect to the type system. Our algorithm is inspired by previous type inference algorithms for rank 2 idempotent intersection types [8, 12]. Non-idempotent intersection types are quantitative types, thus we argue that our type inference algorithm is a first step towards the automatic inference of quantitative types.
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