Verification Techniques for Smart Contracts in Agda
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Abstract

We have shown in [1] how some of the standard Bitcoin scripts can be verified using Hoare Logic in the interactive theorem prover Agda. Our framework was developed for standard instructions and in addition the multisig and the time delay instructions. We developed two ways of establishing human-readable weakest preconditions: (1) A step-by-step approach of working backwards in the program and (2) symbolic execution of the program and determining the accepting paths.

In this presentation, we investigate how these two approaches can be extended to Bitcoin scripts that use non-local instructions such as OP_IF, OP_ELSE, and OP_ENDIF. Our approach is based on a basic operational semantics [12], which added an additional stack called IfStack to the standard stack.

One of the most notable trustless and decentralised architectures is given by blockchain technology. It runs in a trustless environment using immutable peer-to-peer technology combined with a consensus protocol. Cryptocurrencies, which may be combined with smart contracts, are based on blockchain technology. Blockchain technology enables data to be shared universally in a secure, trusted, and synchronised way [15].

Satoshi Nakamoto [11] launched Bitcoin in 2008 as the first cryptocurrency. Bitcoin enables private, anonymous payments over a peer-to-peer network [9]. Since then, several cryptocurrencies have been introduced such as Ethereum [6]. This resulted in a new and emerging era of decentralised and digital monetary systems in which there is no need for any central entity such as central banks to manage and control users’ transactions.

Smart contracts are another intriguing topic that has emerged as a result of the new era of blockchain [13, 10]. Smart contracts are defined as programs that are performed automatically when specific circumstances are met. Because smart contracts are capable of locking high monetary values, they are business-critical systems, hence techniques for evaluating their security and validity are required [10, 14]. In Bitcoin, smart contracts are written in the language Script. [5]. Other cryptocurrencies have their own languages [2]. One should note that the Ethereum Virtual Machine (EVM), into which smart contracts of Ethereum’s smart contract languages are compiled, is as Bitcoin Script based on a stack machine¹, so we expect that techniques used for verifying Bitcoin scripts carry over when verifying smart contracts of the EVM.²

¹[3, Ch 13]: “The EVM has a stack-based architecture, storing all in-memory values on a stack.”
²There are as well many differences: The EVM is Turing complete and has jumps, has access to the state, and can make calls to other contracts. See the following blogposts/forum discussions comparing the two machines: [8, 7]
Hoare triples have been used to validate the correctness and capability of smart contract programs. In our approach we will verify these Hoare triples using Agda as our proof assistant for two reasons: (1) Agda is both a programming language and a theorem prover, which means we can both execute and verify smart contracts in Agda. (2) Proofs in Agda can be checked by hand. Smart contracts must be carefully verified because of high monetary values associated with them. It might not be sufficient to provide trust in the correctness of a smart contract to have a proof in a theorem prover, having to rely on its correct implementation – attackers might use an error in the theorem prover in order to create a false proof of the correctness of a compromised smart contract. If the amount of money being protected by a Bitcoin script is high, in addition to machine checking manual checking of correctness proofs might be appropriate.

In our previous article [1] we defined and formalised an operational semantics of a fragment of Bitcoin Script using instructions having only local behaviour. This included basic instructions and some more complex ones: the multi-signature instruction and an instruction enforcing a time delay. Then we verified those scripts using weakest preconditions for Hoare triples. The operational semantics was based on a state \(\text{StackState} := \text{Time} \times \text{Msg} \times \text{Stack} \) (more precisely in Agda an explicit record type was used) formed from the normal stack \(\text{Stack} \), a message \(\text{Msg} \) representing the message of the transaction to be signed, and the current time \(\text{Time} \) in Agda.

In this talk we will investigate the addition of conditional instructions to our fragment of Bitcoin Script, which have a non-local behaviour, and will discuss how to verify scripts written in this extended language. As discussed in [12], the use of control flow statements can be dealt with in the operational semantics by using a second stack \(\text{IfStack} \), which keeps track of the nesting of conditionals. The new state is \(\text{Time} \times \text{Msg} \times \text{Stack} \times \text{IfStack} \) defined as a record type \(\text{State} \) in Agda. Our approach is different from the usual approach of converting programs in Forth involving conditionals into programs with jumps. Instead, we work directly with the unstructured machine programs, and we adopted the usual techniques in Hoare logic for dealing with conditionals to such unparsed programs.

Conditionals can result in an exponential increase of the number of paths in a program. This is a well-known problem in Bitcoin: For instance, Antonopoulos [4, Ch. 7] writes: “Bitcoin Script flow control can be used to construct very complex scripts with hundreds or even thousands of possible execution paths. There is no limit to nesting, but consensus rules impose a limit on the maximum size, in bytes, of a script”.

In [1] we argued that the correctness of Bitcoin scripts can be considered as verification of the security of access control systems. Access control is used to restrict access to a resource which in our case is access to the cryptocurrency in question, i.e. bitcoins. Hoare logic, which is based on preconditions and postconditions, is particularly well suited for safety-critical systems with a controllable set of inputs. Additionally, it enables interaction between multiple procedures within a program. When dealing with access control, weakest preconditions are more suitable: The precondition must not only be sufficient but as well necessary to ensure that the post-condition (which expresses access to the resource) is fulfilled after execution of the program.

As in [1] we use two methods for obtaining a human-readable weakest precondition that can be used to assist developers of smart contracts in Bitcoin. The first method is a step-by-step approach that works backwards through the program instruction by instruction. The second method is symbolic execution of the code and conversion to a nested case distinction, which enables reading off the weakest preconditions as the disjunction of the accepting paths. These methods have been formalised in Agda and as an example we apply them to the verification of P2PKH and P2MS, and combinations of them with conditionals. Since we obtain human readable weakest preconditions, these methods allow to reduce the validation gap between user requirements and formal specifications.
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